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ABSTRACT: 
The main objective of 
the present paper is to 
test the goodness of fit 
of the Poisson 
probability distributions 
using the moment based 
approach.  Also, a 
numerical illustration of 
comparing the proposed 
method with  the 
familiar  Pearson-Fisher 
Chi-Square test is done. 
We, observe that the 
results obtained in 
identifying the 
probability distribution 
by both the methods are 
same.  
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1. INTRODUCTION:   
Moments are commonly 
used in statistics, 
physics and engineering. 
Moments are widely 
used in scientific areas 
that deal with data, 
random variables or 
stochastic process.  The 
moment of an object 
measures the 
distribution of its mass 
relative to some  

 distribution function or 
not.  But when to 
estimate the parameters 
of the distributions 
these methods are no 
longer useful.  Lilliefors 
(1967, 1969 and 1973) 
studied the use of 
distance statistics in 
testing the goodness of 
fit of the normal, 
exponential family and 
gamma families.  
In this context, it is 
found necessary to 
identify the form of the 
distribution from 
statistical analysis point 
of view. 
 
2. METHODOLOGY TO 
TEST THE GOODNESS 
OF FIT 
The methodology used 
in identifying the form 
of the probability 
distribution by the 
higher order moments 
consists of the following 
major steps. 
 
2.1 The setup and 
assumption: 
Let X1, X2,…….Xn are 
identically 
independently 
distributed (i.i.d) 
random variables from a  

coordinate system. For 
instance, the moment of 
inertia about an axis 
characterizes the 
distribution, or spread, 
of an object's mass 
about that axis. This 
measures the tendency 
of the object to rotate 
about that axis. 
Moments are also found 
in the analysis of 
statistical distributions. 
In Statistical theory, 
they provide a measure 
of mass distribution, in 
terms of probability. An 
object's moments can 
also be treated as 
features and used to 
characterize the object 
for the purpose of 
identification or regain. 
An important problem 
in statistical applications 
is to test whether or not 
an assumed probability  

distribution gives good 
fit to the data.  The 
most commonly used 
method for testing 
goodness of fit of 
parametric family of 
distributions is the Chi-
square test (Fisher, 
1922, 1924).   
Another general method 
to test the goodness of 
fit is to use some 
distance statistics such 
as Kolmogorov-Smirnov 
and Anderson-Darling 
statistic and others. The 
distance statistic tests 
have the advantage that 
they do not involve 
subjective selection of a 
partition.  However, 
most distance tests are 
appropriate for testing 
simple hypothesis 
whether a set of 
observations are from 
some specified  
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population having the probability density function (p.d.f) f(x,θ).  Consider the problem of testing the null 
hypothesis 

H0: F(x,θ) is a member of a parametric family  f(x, θ);  θ � Θ 
Where Θ is a subset of ℝd 

Let r-th moment about origin (non-central) of the given distribution be denoted by mr and is defined 
as 

 
mr  = ∫ x୰ f(x;  θ)  dx  ;   r = 1,2,3,……. 
 

2.2 Assumption: 
Assume that mr  i.e., rth moment about origin do exists for some positive integer r and that m1, m2, 

…,mr  do satisfy the following equation  
f(m1, m2, ……mr ) = 0  for all θ � Θ    
for some functioning   f: ℝ → ℝ 
In general, it is very easy to find a function f satisfying above assumption.  For example, for a 

parametric distribution which is symmetric about mean i.e., E(X-mean) = E(X-m1) = 0, which implies that m3 – 
3m1m2 + 2m1

3  ≡ 0.  Thus, we can choose f(x, y, z) = z - 3xy + 2x3.    
In general, existence of function f satisfying assumption is possible, if all the moments m1, m2, …..,mr 

depend on a common finite dimensional parameter θ. 
 

2.3 The test procedure:  
Let rth sample moment about origin (non-central moment) of the given sample data X1, X2,…….Xn be 

denoted and defined by  
 

  mෝ ୰ =  ∑ x୨
୰୬

୨ୀଵ  /n  for r = 1,2,……. 
 
Theorem: Assume that above assumption holds and the function f(m1, m2, ……mr )  is continuously 
differentiable. 

Then, under null hypothesis H0:  F(x, θ) is a member of a parametric family  f(x, θ);  θ � Θ,  we have      
 
              √nf(mෝ ଵ, mෝ ଶ , … … mෝ ୰) → N(0, V(θ)), 
 

Where 
 

 V(θ)=ቀப(୫భ,୫మ ,…..୫౨)
ப୫భ

 , … … , ப(୫భ,୫మ ,…..୫౨)
ப୫౨

ቁ Hቀப(୫భ,୫మ ,…..୫౨)
ப୫భ

 , … … , ப(୫భ,୫మ ,…..୫౨)
ப୫౨

ቁT .. (1) 

 
 where   H = (П୧୨)୰ଡ଼୰   with П୧୨ = mi+j  - mi mj  for all i,j = 1,2,….r ……(2) 
Proof:  By the central limit theorem (i.e., suppose X1, X2,…….,Xn is a sequence of i.i.d random variables with 
mean (μ) and variance (σ2 > 0), then as n tends to ∞ the random variable √n(Sn – μ) ~ N(0, σ2), where Sn = 
୶భା୶మା⋯୶

୬
)  and in combination with the Cramer-Wald method, the random vector  

 
√n{f(mෝ ଵ, mෝ ଶ , … … mෝ ୰) −  f(mଵ, mଶ, … . . m୰)} 

 
encounters to r-variate normal distribution with mean vector (0,0,…..0) and  variance matrix H (defined by 
(2)).  This, together with the delta method gives that  
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           √nf(mෝ ଵ, mෝ ଶ , … … mෝ ୰)  =   √n{f(mෝ ଵ, mෝ ଶ , … … mෝ ୰) −  f(mଵ, mଶ , … . . m୰)} → N(0, V(θ)), with V(θ) is 
defined by (1) 

Let θ = θ(X1, X2, ……, Xn) be a consistent estimator of parameter θ under null hypothesis H0.  Assume 
that m1, m2, ……mr  are continuous of parameter θ.  Then V(θ) is aconsistent estimator of V(θ) under null 
hypothesis H0.  
Let us define the test statistic,  
 

Z = √nf(mෝ ଵ, mෝ ଶ , … … mෝ ୰) / ඥV(θ)  ……… (3) 
 

Then, Z follows N(0,1)  (from above theorem under H0)  i.e., Z → N(0 , 1) as n (sample size) → ∞. 
This gives the level of test of significance α to test null hypothesis H0.   Thus reject H0 if |Z| > Zα/2, 

where Zα/2 is the upper α/2 percentile of the standard normal distributional value.  
 

3. APPLICATION TO POISSON DISTRIBUTION: 
Assume that X1, X2,…….,Xn  be a random sample drawn from an poisson  population having the 

probability mass function (p.m.f) 
 

;ݔ)ܲ     (ߣ   =  షഊఒೣ

௫!
  for all  x= 0,1,2,…… 

 
        =  other wise 
Consider the problem of testing the null hypothesis, H0:  the sample observations are drawn from 

poisson population against an alternative hypothesis H1:  the sample observations are not drawn from 
poisson population.  

To test the hypothesis, we consider  r = 3 and the function f(x, y, z) = z - y – 2x2 – x3  Further, because 
of m1= the 1st moment about origin = ߣ; m2 = the 2nd  moment about origin = ߣଶ +  m3 = the 3rd moment ;ߣ
about origin = ߣଷ + ଶߣ3 + so that we have f(m1, m2, m3) = m3 - m2 – 2m1 ߣ 

2 – m1
3 ≡  0 for all (λ) > 0.   

We have to estimate parameter θ = λ by either method of moments or method of maximum 

likelihood estimation i.e., ߠ =  (ߣመ = ഥ ݔ  where (ݔ̅   = Sample mean = 
∑ ௫


సభ


    

Also the V(θ)  is obtained on using,  
 

V(θ)  = ቀడ(భ ,మ ,య)
డభ

 , డ(భ,మ ,య)
డమ

, డ(భ ,మ ,య)
డయ

ቁ H ቀడ(భ ,మ,య)
డభ

 , డ(భ,మ,య)
డమ

, డ(భ ,మ,య)
డయ

  ቁT … (4) 

Where, H  = 
Пଵଵ Пଵଶ Пଵଷ
Пଶଵ  Пଶଶ Пଶଷ
Пଷଵ Пଷଶ Пଷଷ

൩  with  П = mi+j  - mi mj for all i,j = 1,2,3 

 H=  
݉ଶ − ݉ଵ

ଶ ݉ଷ − ݉ଵ݉ଶ ݉ସ − ݉ଵ݉ଷ
݉ଷ − ݉ଶ݉ଵ ݉ସ    − ݉ଶ

ଶ ݉ହ − ݉ଶ݉ଷ
݉ସ − ݉ଷ݉ଵ ݉ହ − ݉ଷ݉ଶ ݉ − ݉ଷ

ଶ
 …….(5) 

 
On substituting the non-central moments listed above, we get 
 

H = 
ߣ ଶߣ2 + ߣ ଷߣ3 + ଶߣ6 + ߣ

ଶߣ2 + ߣ ଷߣ4 + ଶߣ6 + ߣ ସߣ6 + ଷߣ22 + ଶߣ14 + ߣ
ଷߣ3 + ଶߣ6 + ߣ ସߣ6 + ଷߣ22 + ଶߣ14 + ߣ ହߣ9 + ସߣ54  + ଷߣ85 + ଶߣ32 + ߣ

൩ …(6) 

 
Thus the V(θ)  = [-4m1—3m1

2  -1  1] H [-4m1—3m1
2  -1  1]T …...(7) 

On using  (3)  
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                      V(θ)  = [-4λ-3λ2    -1    

1] 
ߣ ଶߣ2 + ߣ ଷߣ3 + ଶߣ6 + ߣ

ଶߣ2 + ߣ ଷߣ4 + ଶߣ6 + ߣ ସߣ6 + ଷߣ22 + ଶߣ14 + ߣ
ଷߣ3 + ଶߣ6 + ߣ ସߣ6 + ଷߣ22 + ଶߣ14 + ߣ ହߣ9 + ସߣ54  + ଷߣ85 + ଶߣ32 + ߣ

൩ [-4λ-3λ2    -1    1]T 

 

         = 18λ4 + 29λ3 + 10λ2
  …….(8) 

 
The parameter λ in above is replaced by its estimate obtained by method of maxmimum likelihood 

estimation i.e., ߠ =  (ߣመ = ഥ ݔ  where (ݔ̅   = Sample mean = 
∑ ௫


సభ


    

Finally, the test statistic defined by (3.3) reduces to  
 

  Z = √݊( ෝ݉ଷ −  mෝ ଶ − 2mෝ ଵ
ଶ −  mෝ ଵ

ଷ) / ඥܸ(ߠ)  ~  N (0, 1)  ….. (9) 
 

  [Where ܸ(ߠ) is defined by equation (7) or (8)] 
 

and we use the normal test.  This gives the level of test of significance α to test the null hypothesis H0.  Thus 
reject H0 if |Z| > Zα/2, where Zα/2 is the upper α/2 percentile of the standard normal distribution otherwise 
accept H0.  In the next section, we illustrate numerically the above procedure.  
 
4. NUMERICAL ILLUSTRATION: 

Consider a random sample of n = 1000 observations drawn from poisson population having the 
parameter λ i.e., Xi ~ P(λ).  Then, our problem is to test the null hypothesis H0: The sample observations are 
drawn from poisson population against an alternative hypothesis H1: The Sample observations are not drawn 
from poisson  population.   

To test the hypothesis, the test statistic is (From equation (9)) 
 
             Z = √1000( ෝ݉ଷ −  mෝ ଶ − 2mෝ ଵ

ଶ −  mෝ ଵ
ଷ) / ඥܸ(ߠ)  ~  N (0, 1)….. (10) 

 
 The first six sample moments about origin (non-central) are listed below. 

Sample moment 
about Origin 

(Non-Central) 
Value 

m1 0.997 
m2 2.047 
m3 5.371 
m4 17.227 
m5 64.507 
m6 271.987 

 
  and  V(θ)   = 81.231119 
Substituting the above values in equation (10), we get 
 Z      =  √1000(5.371 − 2.047 − 2 ∗ 0.997ଶ −  0.997^3)/√81.231119 
 Zcal    =  1.2103 
Thus, Zcal < Zα/2 (± 1.96)  at α=0.05 level of significance.  We accept the null hypothesis H0 and 

conclude that the sample has been drawn from poisson  population. 
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5. COMPARING WITH CHI-SQUARE TEST OF GOODNESS OF FIT: 
Consider a sample of n=1000 observations used in the above illustration and test the goodness of fit 

using the method of Pearson-Fisher Chi-square test. 
 

Observation (x) 0 1 2 3 4 5 6 Total 
No. of times (f) 375 366 177 58 19 3 2 1000 

 
Here our problem is to test the null hypothesis H0:  the sample observations are drawn from poisson 

population against an alternative hypothesis H1: the sample observations are not drawn from poisson 
population.  

In order to fit a poisson distribution to the given data, we take the mean (parameter) λ of the 
Poisson distribution equal to the mean of the given distribution i.e., λ = 0.997. 

 

Observation 
(x) 

Obsered 
frequency 

(oi) 
P(x) =  

eିλλ୶

x!
 

Expected 
frequency 

(ei) 
(o୧ − e୧)ଶ/e୧  

0 375 0.3689847 368.98≈369 0.09756 
1 366 0.3678777 367.87≈368 0.01087 
2 177 0.183387 183.38≈183 0.19672 
3 58 0.060945 60.94≈61 0.14754 
4 19 

03 
02 

0.015190 15.19≈15 
3.03≈3 

0.5033≈1 
1.3157 5 0.003029 

6 0.5033 
Total 1000  1000 1.76847 

(d.f. = 7 -1-1-2 =3;  one  d.f. being lost because of the linear constraint ∑ o୧ =  ∑ e୧ 1 d.f. is lost because the 
parameter λ has been estimated from the given data and is then used for computing expected frequencies, 2 
d.f. are lost because of pooling the last 3 expected frequencies).   

Tabulated value of χ2 for 3 d.f. at 5% l.o.s. is 7.815 
Conclusion:  Since calculated value of χ2 = 1.76847 is less than the critical value 7.815, we accept the 

null hypothesis and conclude that poisson distribution is a good fit to the given data.   
  

6. CONCLUSION:   
We, observe that the proposed moment based goodness fit test and the Pearson-Fisher Chi-Square 

test results the same.  The importance of the method is it can be applicable to any parametric family of 
distributions to test the goodness of fit.   
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